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Abstract—Social Information Retrieval (SIR) exploits the user’s social data in order to refine the retrieval, for instance in the case where users with different backgrounds may express different information needs as a same textual query. However, this additional source of information is not supported by the classical IR process. In this article, we propose an approach to generate the user profile from his social data. This generated profile is integrated within a SIR model allowing to personalize the list of documents returned to the user.
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I. CONTEXT

Classical IR systems are based on the keyword search: given a collection of resources and a user information need, they aim to provide relevant resources to the user. Generally, the information need is expressed with a query composed of a few keywords, usually less than three words because few users are able to formulate their needs with complex queries [1]. However, it has been shown that the queries can be ambiguous since users with different needs can use the same query even if they expect different relevant resources [2]. A solution to enhance the IR process, without altering the way that the users specify their requests, is personalized IR which takes into account not only the query but also other information given directly or not by the user [3]. This leads to a Social Information Retrieval (SIR) which attempts to extend classical IR by taking into consideration the user’s profile. The user’s profile can be integrated in order to refine the query, like in query expansion or during the indexation and the ranking of the documents. In this last case, considered in this article, the ranking of a document depends not only on the matching between the document and the query, but also on the matching between the user’s interest and the document. The user’s profile can be generated from his social annotations. This profile can also integrate the tags used by the user’s neighbors in his social network. In several models, notably inspired by the Vector Space Model, the document, the query and the profile are then described by vectors defined in the same space: the tags. The matching between a query and a document as well as the matching between the user’s profile and the document are computed with the cosine similarity. This approach have notably been proposed in ([4], [5], [6], [7], [8]). In this article we propose a framework for personalized IR based on folksonomies and we investigate the way to integrate it in SIR models. Finally, we propose different SIR models based on the well known IR model BM25 [9].

II. SOCIAL INFORMATION RETRIEVAL MODEL

Our model is based on the following principles: Firstly, the user’s information needs can be represented not only by the query but also by the user’s profile. Secondly, as the user’s information needs are more complex, it might be interesting to consider the term frequencies, like weighting functions do on the document. Consequently, our approach attempts to combine binary queries with user’s profile based on term frequencies. In this work, we propose to study two different strategies: the first one combines the two kind of information at a scoring level, while the second one combines them at a term frequencies level. This last strategy is based on the work of Robertson et al., who have shown, while combining several textual fields that compose a structured document, that the second kind of strategy is theoretically and experimentally better than the first one [10].

We present three SIR models that exploit the user’s profile in order to refine the user’s query. These models are based on BM25 [9] which computes the score between a document and a query according to equation (1) and, they are defined as follows:

- \( BM25S_{d, u} \) (SIR model): this model returns a ranked list of documents that are relevant for a given user \( u \) considering only his profile \( u \). Thus, \( q \) is simply replaced by \( u \) in equation (1).
- \( BM25S_{scoreCombin}(d, q, u) \) (Combined SIR model): this model returns a ranked list of documents that are relevant for a given user \( u \) considering his binary query \( q \) combined at the scoring level with his profile, using the equation (2).

\[
BM25S_{scoreCombin}(d, q, u) = BM25(d, q) + \alpha \times BM25S(d, u)
\]  
(2)

- \( BM25S_{freqCombin}(d, q, u) \) (Combined SIR model): this model returns a ranked list of documents that are relevant for a given user \( u \) considering his binary query \( q \) combined at the term frequencies level with his profile, as recommended by Robertson et al. [10], using the equation (3).

\[
BM25S_{freqCombin}(d, q, u) = BM25(d, q) + \alpha \times u
\]
(3)

We propose three variants of each of these SIR models, using the BM25 \( k_3 \) parameter in order to set the saturation level of the query term frequencies (\( k_3 = 0 \): maximum saturation,
BM25\((d, q)\) = \sum_{t \in q \cap d} \frac{(k_1 + 1) \times tf_{d,t}}{((b - 1) + b \times \frac{df_t}{avgdf})} + tf_{d,t} \times \log \left( \frac{N - df_t + 0.5}{df_t + 0.5} \right) \times \frac{(k_3 + 1) \times tf_{q,t}}{k_3 + tf_{q,t}} \tag{1}

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|}
\hline
Query & \(t_1 = \text{smartphone}\) & \(t_2 = \text{android}\) \\
\hline
Query \(q\) & 1 & 1 \\
Document \(d_1\) & 1 & 0 \\
Document \(d_2\) & 0 & 1 \\
User \(Bob\) & 2 & 1 \\
User \(Alice\) & 1 & 2 \\
\hline
\end{tabular}
\caption{Example: query, documents and user’s profiles.}
\end{table}

\(k_3 = 1000\): no saturation \[11\] and \(k_3 = 8\): balanced saturation \[9\].

For instance, the SIR model \(BM25S(d, u)\), having the query terms replaced by the user’s profile terms (\(tf_{u,t}\) instead of \(tf_{q,t}\), where \(tf_{u,t}\) is the frequency of the term \(t\) within the user’s profile \(u\)), is declined in three variants as follows:

- \(BM25S_{bin}(d, u)\) (binary profile): equation 1 with \(k_3 = 0\) is equivalent to have a user’s profile represented by a binary vector.
- \(BM25S_{tf}(d, u)\) (frequencies profile): equation 1 with \(k_3 = 1000\) is equivalent to a profile represented by a vector of term frequencies which leads to set the saturation off on \(tf_{u,t}\) \[11\].
- \(BM25S_{w}(d, u)\) (weighted profile): equation 1 with \(k_3 = 8\) is equivalent to a user’s profile represented by a vector of term weights which corresponds to a moderate saturation of \(tf_{u,t}\) \[9\].

III. ILLUSTRATIVE EXAMPLE

Our system should be able to handle ambiguous queries, i.e. queries having potentially several interpretations representing different information needs. For example, suppose that two users \(Bob\) and \(Alice\) have the same query \(q = \text{“smartphone android”}\) (cf. Table I). We consider two documents \(d_1\) and \(d_2\): each document contains one query term, but \textit{smartphone} is more important than \textit{android} in the first document since \(d_1\) contains only \textit{smartphone}, and \textit{android} is more important than \textit{smartphone} in the second one since \(d_2\) contains only \textit{android}. Assuming that the two query terms have the same importance, a classical IR system should estimate that \(d_1\) is equally relevant as \(d_2\) for the query \textit{“smartphone android”}. However, depending on the user and his profile, the information need behind this query may focus either on the term \textit{smartphone} or on the term \textit{android}.

\textit{Bob} is mainly interested in smartphone devices, then his information need is probably centered around smartphones with an opening on Android, and thus the query term \textit{smartphone} should be more important than the query term \textit{android}. On the other hand, \textit{Alice} is mainly interested by the Android operating system, consequently his information need is probably centered around Android, and thus the query term \textit{android} should be more important than the query term \textit{smartphone}.

Table II shows the scores computed for the documents shown in the Table I, using the IR model and the SIR models that exploit the user’s profile. The scores have been computed using usual BM25 parameters values: \(b = 0.75\), \(k_1 = 1.2\).

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|c|}
\hline
 & \multicolumn{2}{c|}{Bob} & \multicolumn{2}{c|}{Alice} \\
 & \(d_1\) & \(d_2\) & \(d_1\) & \(d_2\) \\
\hline
BM25Bin\((d, q)\) & 1.680 & 1.680 & 1.680 & 1.680 \\
BM25Bin\((d, u)\) & 1.680 & 1.680 & 1.680 & 1.680 \\
BM25S\(_{tf}\)(d, u) & 3.360 & 1.680 & 3.360 & 3.360 \\
BM25S\(_{w}\)(d, u) & 3.025 & 1.680 & 3.025 & 3.025 \\
BM25S\(_{ScoreComb-bin}\)(d, q, u), \(\alpha = 0.5\) & 2.520 & 2.520 & 2.520 & 2.520 \\
BM25S\(_{ScoreComb-tf}\)(d, q, u), \(\alpha = 0.5\) & 3.360 & 2.520 & 3.360 & 3.360 \\
BM25S\(_{ScoreComb-w}\)(d, q, u), \(\alpha = 0.5\) & 3.192 & 2.520 & 3.192 & 3.192 \\
BM25S\(_{FreqComb-bin}\)(d, q, u), \(\alpha = 0.5\) & 2.521 & 2.521 & 2.521 & 2.521 \\
BM25S\(_{FreqComb-tf}\)(d, q, u), \(\alpha = 0.5\) & 3.361 & 2.521 & 3.361 & 3.361 \\
BM25S\(_{FreqComb-w}\)(d, q, u), \(\alpha = 0.5\) & 3.052 & 2.386 & 3.052 & 3.052 \\
\hline
\end{tabular}
\caption{Impact of the user’s informational social context on the scoring process.}
\end{table}

This example shows that taking into account the user’s profile allows re-ranking the documents list according to our SIR objectives. The ranking of the documents is different for each user issuing the same query but having different information needs. The personalized SIR models (\(BM25S_{ScoreComb}\), \(BM25S_{ScoreComb}\) and \(BM25S_{FreqComb}\)) return \(d_1\) first than \(d_2\) for \textit{Bob} who is more interested by having \(d_1\) in first position than \(d_2\) and the opposite for \textit{Alice}.
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