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Abstract Multi-object tracking is a difficult problem under-
lying many computer vision applications. In this work, we
focus on bedload sediment transport experiments in a turbu-
lent flow were sediments are represented by small spherical
calibrated glass beads. The aim is to track all beads over
long time sequences to obtain sediment velocities and con-
centration. Classical algorithms used in fluid mechanics fail
to track the beads over long sequences with a high preci-
sion because they incorrectly handle both miss-detections
and detector imprecision. Our contribution is to propose a
particle filter-based algorithm including a multiple motion
model adapted to our problem. Additionally, this algorithm
includes several improvements such as the estimation of the
detector confidence to account for the lack of precision of the
detector. The evaluation was made using two test sequences
- one from our experimental setup and one from a simulation
created numerically - with their dedicated ground truths. The
results show that this algorithm outperforms state-of-the-art
concurrent algorithms.

Keywords Visual object tracking · multiple targets
tracking · particle filter · switching dynamical state · detector
confidence · bedload transport

1 Introduction

Visual target tracking is a recurrent problem in computer vi-
sion, it has been used inmany applications, e.g. video surveil-
lance, sports analysis, or traffic safety. In particular, object
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Fig. 1 Sketch of the experimental arrangement (modified from [9, 19]).
Water flows from left to right, entraining amixture of two-size spherical
glass beads. Black beads of diameter d=6mm are introduced upstream
and transparent beads of diameter d=4mm further downstream. The
mobile bed is observed through a backlighted window and recorded by
a high-speed video camera at 130Hz.

tracking is used in fluid mechanics to track particles with
techniques such as Particle Image Velocimetry (PIV) [43]
and Particle TrackingVelocimetry (PTV) [36].We focus here
on bedload sediment transport experiments conducted with
a laboratory facility, as illustrated by the sketch in Fig. 1. Ex-
periments consist in a two-dimensional steep channel where
mixtures of two-size spherical glass beads are entrained by
a turbulent supercritical water flow with a mobile bed. The
aim is to track all beads (see Fig. 2) over a long time to obtain
trajectories, particle velocities and concentrations [16], for
studying bedload granular rheology [31], size segregation [5]
and associated morphology [39].

In this context, PIV with background modeling-based
trackers can be used to detect moving objects by background
subtraction [20, 42]. But the main problem with these meth-
ods is that it does not resolved strong gradients (e.g. of ve-
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Fig. 2 Example of images from the sequence recorded during an ex-
periment. An image with a small number of transparent beads at the
beginning of the sequence (top), and an image with a much higher
number of transparent beads later in the sequence (bottom). The black
line on top of the images is the water free surface. The image resolution
is 1280x320.

locity). Moreover, it is very sensitive to framerate, changing
background, moving cameras and can remove locally non-
moving objects that are not really part of the background. In
body-part, person or car tracking applications, these prob-
lems can be faced through tracking-by-detection approaches
to gain robustness. These approaches have become increas-
ingly popular by global optimization based on position, size
and appearance similarity [2, 18, 27]. Among these track-
ing methods, we focused on multiple object tracking where
the aim is to follow a high number of objects in a scene
individually, like in crowd tracking for example [1, 47]. In
fluid mechanics, PTV algorithms are deterministic (or data
association-based tracking) and rely on a standard two step
approach: (1) object detection, (2) object tracking by solving
a data association problem [19]. However, they are not ro-
bust enough to track objects over very long sequences with
a good precision for object positions. This is mainly because
they fully trust the object detector output, so they incorrectly
handle miss-detections and do not take into account the lack
of precision of the detector.

In recent years, particle filter-based approaches have been
successfully used in many applications [12, 29, 38]. One of
the main benefits of these methods is to enable the estimation
of the distribution of the target’s system state incorporating
a non linear motion model. In this context, Breitenstein et
al. [10] proposed a very efficient online multi-target tracking
approach accounting for the detector confidence to handle
miss-detections. However, thismethod is not directly adapted
to our problem mainly because it uses a single motion model
unable to describe all occurring object interactions.

In this paper, using particle filters and with this idea
of detector confidence, we propose to introduce a Bayesian
mixed-state framework [23] dedicated to our simulation of
bedload transport. It is based on multiple motion models
where each motion model corresponds to a specific state of
motion linked with the mechanics of our objects: resting,
rolling or bouncing also called saltation. Such an approach

permits to follow the natural behavior of spherical beads in
a fluid flow. We also introduce several improvements to cor-
rectly handle the lack of precision of the detector providing
tracking over long sequences with a high precision for object
positions.

The paper is structured as follows. After discussing the
related work in the next section, Sec. 3 describes our pro-
posedmultiple model particle filter-based tracking algorithm
and design choices. Sec. 4 gives details about the experiments
and datasets we study. Sec. 5 presents the evaluation and a
discussion of the results of tracking performances and a com-
parison with concurrent algorithms. Finally, Sec. 6 provides
a conclusion of the paper.

2 Related work

This work stands at the intersection of computer vision, fluid
mechanics and Bayesian statistical inference; it builds on
previous approaches discussed below.

Various visual tracking approaches have been re-
viewed [40, 45] and they can be separated in two categories:
deterministic methods and probabilistic ones. In fluid me-
chanics, researchers usually employ the first one, i.e. taking
the object detector output as a straight truth and then solv-
ing the association problem on pairwise frames [9, 19]. It is
also the case for the Lagrangian Particle Tracking [21, 37]
widely used in experimental fluid dynamics. This kind of de-
terministic approach can lack precision since the association
problem between detections and targets strongly relies on the
object detector that can be unreliable and imprecise.

To handle this problem, several recent algorithms opti-
mize detection assignments over a large temporal window
in an offline step [3, 27, 48], i.e. by using information from
future frames and after observing the complete sequence.
Nevertheless, these methods are time-critical and unsuit-
able for online applications1, unlike Sequential Monte Carlo
(SMC) methods. SMC or particle filters (PF) were intro-
duced to provide better estimations and predictions in an
online manner [14, 17, 22]. Basically, they consist of a dy-
namic model for prediction and an observation model to
evaluate the likelihood of a predicted state. The main steps
are: random generation of a sample of potential states called
particles, propagation of these particles through the motion
model and resampling of the distribution according to the
observation model.

In order to cope with difficult tracking situations in a
multi-object context, Breitenstein et al. [10] proposed an
automatic PF-based algorithm that exploits the detector con-
fidence (i.e. the intermediate output of the object detector) as
a graded observation model. It allows using a combination

1 An application is onlinewhen the inputs to the associated algorithm
is provided as a stream, piece-by-piece.
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of unreliable information sources for robust multi-person
tracking. As most particle filter-based algorithms, it relies
on a single motion model which can be problematic in an
environment with complex dynamics.

To face this limitation, a multiple model (MM)
paradigm [4, 28], also called switching dynamical model
approach, has been introduced and is used for several appli-
cations such as robotics and navigation [8] or video surveil-
lance [46]. It assumes that, given a finite state of dynamic
models (each of them corresponding to a particular behav-
ior), a particular target can jump from one model to the other
according to a set of transition probabilities. The interact-
ing multiple model (IMM) algorithm [7, 24, 33] was the
first to propose this approach through jump Markov process
modeling. Then, the multiple model particle filter (MMPF)
framework [23, 34] came as a promising alternative out-
performing the IMM algorithm in a bearings-only tracking
problem [4]. Both methods have also been recently com-
bined in an IMMPF algorithm [11, 13]. The MMPF method
uses the idea of MM, i.e. object motions can be classified in
different motion states depending on the situation, in a PF
framework. Each motion state is dealt with a specific state
evolution model for prediction. However, it requires to know
all motion states beforehand with a mathematical description
for each. In contrast, our method exploits the mechanistic
knowledge of behaviors we have in our application.

3 Multi-object multi-model tracking algorithm

In this section, we first discuss about the global goal and
the proposed approach. Then we give the overview of our
algorithm before focusing on each if its parts.

3.1 Problem formulation and proposed approach

The purpose of the experimental setup is to study the col-
lective behavior of beads with respect to their size. More
precisely we are interested in the phenomenon of infiltration
called kinetic sieving [5]. At the beginning of an experiment,
the bed is composed of an arrangement of large black beads.
Small transparent beads are then introduced gradually and
start to infiltrate in the mobile bed until a two-size equilib-
rium is reached (in approximately 50 min). See Sec. 4.1 for
further details.

The global mechanical goal is to study the role of inter-
actions at the bead scale in the formation of bed structures
during the transition to equilibrium. This goal requires the
statistical analysis of all individual trajectories along the ex-
periment. A real time processing is not needed, but a fast
post-processing is required to be able to analyze very long
sequences (1 million images) in a reasonable time.

Three different motion types are used to describe the
dynamics in bedload transport: resting when a bead is not
moving, mostly encountered when it is deeply included in-
side the bed, rolling when it is rolling near the bed surface
and saltating when it is bouncing on others above the bed
surface. A given bead can suddenly switch from one motion
type to another depending on its velocity, neighborhood and
interactions with other beads.

From the tracking point of view, the main bottlenecks to
solve are twofold. The first one is the diversity and abrupt-
ness of motion. Depending on the motion type, the dynamics
are very different. Additionally the motion type can suddenly
change and even in a given type, the bead motion is altered
by interactions with neighboring beads. The second bottle-
neck is the weakness of the transparent beads detector. Due
to 3D effects, the bead pattern is slightly changing result-
ing in miss-detections and lack of precision in the detection
of transparent beads. Combined with the abruptness of mo-
tion, this constraint can lead to wrong associations and bad
trajectories.

To face these problems, our approach is to use MMPFs.
Compared to Kalman or IMM filters, the motivation to use
particle filters is a non-linear observation model to handle
miss-detections through the use of detector confidence in-
formation (see Sec. 3.3.2). Additionally, the multiple model
approach allows incorporating the three motion models in-
spired by the mechanics and a switching mechanism to con-
sider sporadic motion model changes. Compared to an IMM
approach, the switching mechanism appears closer to the
mechanics because a linear combination of states is not very
realistic.

3.2 Algorithm overview

Our fully automatic multi-object tracking algorithm uses the
same principle as [35] by embedding multiple motion mod-
els in a particle filter-based approach (MMPF). Moreover,
it uses the technique of switching dynamical model intro-
duced by [23] to increase the motion models flexibility of
visual trackers. Thus, each physical trajectory is estimated
by an individual particle filter (tracker), automatically ini-
tialized when a new object is detected and terminated when
the object is leaving the field of view. A global overview
of the algorithm is shown in Fig. 3. At each time step we
perform: (1) object detection, (2) estimation of the detec-
tor confidence density, (3) association of each detection to
a tracker, (4) update of the state of each particle filter ac-
cording to the specific motion model and the new detection.
The principle of the MMPF tracking algorithm is to pre-
dict the target state (i.e. target location, velocity and motion
state) by applying an adapted motion model depending on
the target behavior. This target state is then corrected with
measurements made on the observed image to estimate the
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Fig. 3 Overview of the different parts of the multi-object tracking
algorithm.

final target state. The target estimated at time t is further used
for data association at time t +1. Each part of the algorithm
is explained below.

3.3 Object detection

For each image, the object detection phase aims at detecting
all beads by image processing. It consists in 3 steps: (1) detect
black beads, (2) remove them from the image, (3) detect
transparent beads. Facing lacks of reliability especially with
the transparent bead detector, a special treatment is applied
to the detectors (cf. Sec. 3.3.2).

3.3.1 Object detectors

First, black beads are detected by thresholding the image at
level τb to keep only black pixels, and by taking the center
of connected components having an area close to the mean
bead area. This detector is very efficient as black beads are
easily distinguishable from other kind of beads and they are
not overlapping (6mm diameter beads in a channel width of
6.5mm). So it always returns the entire set of black bead cen-
ters Db . Then, black beads are erased by replacing their gray
levels by those of the background. The background is recon-
structed through a morphological closing with a disk shaped
structuring element (radius just greater than bead radius).
This makes transparent beads more discernible. Secondly,
since transparent beads appear as faint dark rings of different
shapes because of their neighboring configurations (4mm di-
ameter beads that can be partially overlapped by others), we
use a specific chain of morphological operations to detect
them (initially developed by [19]). We apply a hconvex op-
erator [41] on the image obtained at the previous step, then a
normalized cross-correlation with a ring-shape model, local
maxima extraction and maxima selection according to the
adjusted threshold τt . It returns the set of transparent bead
centers Dt with some fallibility due to partially occluded
beads. How this problem is dealt with is detailed in next
section.

3.3.2 Detector confidence estimation

To handle missing detections, we introduce a detector con-
fidence estimation and we use it as a graded observation

model [10]. The principle is: based on the raw output of the
detector, the detector confidence must give an estimation of
the likelihood of a detection at each candidate pixel.

Assuming an exponential distribution for the position of
each detection, we can estimate the likelihood of observing
a bead at location xobs given the set of detections D as:

p(xobs |D) = dc(xobs)

=
1

kD

∑
d∈D
L(d)exp(−λ



xobs −xd




2)
(1)

where ‖.‖2 denotes the Euclidean distance between two
points in Euclidean space, λ denotes the exponential de-
cay constant (see Sec. 4.3), xd is the location of a detection
d ∈ D, L(d) is the likelihood of the detection at location xd

and kD is the normalization coefficient.
For transparent beads, the set D corresponds to the entire

set of local maxima outputs of the transparent bead detec-
tor (down to a very low threshold lower than τt ) and L(d) is
the value of the normalized cross-correlation with the ring
shape model.

For black beads, D = Db and L(d) = 1 as all detections
have the same reliability. In practice, black beads are never
missed since the corresponding detector is efficient and very
reliable.

3.4 Data association

To assign at most one detection to at most one tracker, a
detection-filter association process is needed. Due to the high
number of detections and the long time series, the data asso-
ciation was done deterministically, independently from the
particle filtering. We used a greedy algorithm [44] which
was found to be an effective and sufficient solution with a
lower computational cost than the optimal Hungarian algo-
rithm [25].

3.4.1 Greedy data association

Given thematching cost g(tr,d) between all tracker-detection
pairs computed as described below, the greedy algorithm
iteratively selects the best candidate and removes the cor-
responding concurrent associations. To limit the number of
possible tracker-detection pairs, the set of possible detec-
tions associated to a given tracker is limited to the detections
located inside a circular region centered at the predicted posi-
tion x̂tr given by this tracker. This predicted position is made
assuming a motion model corresponding to the motion state
of the tracker at previous time step.

3.4.2 Matching cost

The matching cost g(tr,d) between a detection d and a
tracker tr consists of a combination of two factors: one based
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on the distance of the detection position xd to the predicted
position of the tracker x̂tr , the other based on the tracker
velocity at the previous time step utr . It is defined as:

g(tr,d) = α


xd − x̂tr




2

rs︸           ︷︷           ︸
distance term

+ β
|utr |
|u|max︸    ︷︷    ︸

velocity term

(2)

where |.| denotes the Euclidean norm of a vector. The dis-
tance term promotes the detections closest to the prediction.
With the velocity term, we promote low velocities as it al-
lows better associations in case of bead collisions. Indeed, for
example when a bead bounces, its predicted position (assum-
ing a constant velocity model) can fall very close to another
bead leading to the same distance term for the corresponding
trackers. In this case, adding a velocity term in the matching
cost permits to increase the cost of higher velocities much
more than lower ones, and so to favor choosing lower veloc-
ities first during the greedy data association.

When associating the first two frames, the velocity term
is set to 0 since we do not have a velocity value yet. The
value |u|max is a normalization coefficient equal to the high-
est velocity norm in the previous time step, the parameters α
and β represent the weight of each term (see Sec. 4.3), and
rs is the radius of the circular searching region calculated
from the fluid velocity, it is used here as a normalization co-
efficient. Therefore, the greedy algorithm returns the subset
of detections associated to a tracker. The location xd (resp.
velocity ud) of the detection is considered as the observa-
tion variable xobs (resp. uobs) of this tracker. The veloc-
ity uobs is measured between the raw detection of the target
at previous time step (the direct output of the detector before
filtering) and the raw detection of the target in the current
image. Additionally, motion state sobs will be associated to
this tracker (see Sec. 3.5.1).

3.5 Multi-model particle filtering

Each tracker (or trajectory) is described by a separate par-
ticle filter of N particles. At time step t the state space cit
of a particle i is defined as {xi

t,u
i
t, s

i
t } where xi

t = (x, y)
denotes the position, ui

t = (u,v) the velocity and sit the mo-
tion state. The observation variable at time t is given by
zt = {xobs

t ,uobs
t , sobst } resulting from measurement of loca-

tion, velocity and motion state. We employ the Sequential
Importance Resampling filter, also known as the bootstrap
filter [17] where the state transition density is used as impor-
tance distribution, to approximate the probability function.
For one target, the algorithm goes through different steps
described in Fig. 4. It works as follows: (1) Measurement of
target motion state according to neighbors configuration and
target velocity, (2) Random selection of new motion states

Fig. 4 The multi-model particle filter-based tracking algorithm.

according to conditional probability table, (3) Update of par-
ticle positions and velocities according to motion models,
(4) Particle importance weighting, normalizing and resam-
pling, (5) Estimation of final motion state, position and ve-
locity of the target. The main difference with the algorithm
in [26], is the use of the target motion state estimation as an
observation in the importance weighting (see Sec. 3.5.2).

3.5.1 Motion models based on mechanical dynamics

In motion-based stochastic tracking [35], explicit motion
measurements are used to guide predictions. In our appli-
cation, beads have different behaviors according to their lo-
cation, velocity and neighborhood. We can distinguish three
distinctmotion states linked to the dynamics in bedload trans-
port: resting (not moving), rolling (rolling/sliding on others)
and saltating (bouncing on others). In the saltating state, we
can discriminate two sub-states: a constant motion and a re-
bound motion. To propagate a particle i at time step t, we
first update its previous motion state si

t−1, and then we apply
a specific motion model to update its position and velocity.
The new updated motion state sit is drawn according to a
conditional probability table π (see Sec. 4.3). The motion
models are:

resting: (x, y)t = (x, y)t−1+ ε
(x,y)
rest

rolling: (x, y)t = (x, y)t−1+ (u,0)t−1∆t + ε(x,y)
roll

(u,v)t = (u,0)t−1+ ε
(u)
roll

saltating-constant: (x, y)t = (x, y)t−1+ (u,v)t−1∆t + ε(x,y)
salt

(u,v)t = (u,v)t−1+ ε
(u,v)
salt

saltating-rebound: (x, y)t = (x, y)t−1+ (u,−v)t−1∆t + ε(x,y)
salt

(u,v)t = (u,−v)t−1+ ε
(u,v)
salt

(3)

where ε(x,y)rest , ε
(x,y)
roll

, ε(x,y)
salt

are the process noises on the po-
sition and ε(u)

roll
, ε(u,v)

salt
are the process noises on the velocity

(see Sec. 4.3), they are all independently drawn from zero-
mean normal distributions ; ∆t depends on the framerate of
the sequence. At initialisation, the velocity of particles drawn
in the saltating motion state is taken equal to a fraction of the
velocity of the water flow.
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Motion state measurement. Before applying the se-
quential importance resampling filtering on a target, it is
possible to make an estimation of its motion state with the
observations. The measurement of this motion state is com-
puted by inspecting the neighbors configuration and velocity
of the target with the help of the data association output. In-
deed the idea is to use our mechanistic knowledge to best fit
the mechanical dynamics of our objects. Given the number
of neighboring beads nbNobs touching the observed bead,
we can consider the motion state to be "resting" if either
nbNobs is significantly high or the velocity norm |uobs | of
the bead is low. Similarly, the motion state will be "saltating"
if nbNobs is low or |uobs | is high. Formally, we have:

sobs =

resting, if nbNobs ≥ nbNrest or |uobs | ≤ urest,
saltating, if nbNobs ≤ nbNsalt or |uobs | ≥ usalt,
rolling, otherwise.

(4)

where nbNrest (resp. nbNsalt ) is the threshold number of
neighbors for resting (resp. saltating) and urest (resp. usalt )
is the threshold velocity norm for resting (resp. saltating).
These values are determined experimentally on the test se-
quence (see Sec. 4.3).

The estimation of the motion state is used as a cue in the
particle weighting (in Sec. 3.5.2) or to set the final motion
state of the target (in Sec. 3.5.3).

3.5.2 Particle importance weighting

Observation model. The importance weight wi
t for a

particle i at time step t is updated from its value at previous
time stepwi

t−1 and from the conditional likelihood of the new
observation zt given the previous state cit−1 of the particle:

wi
t ∝ wi

t−1 p(zt |cit−1) (5)

Thanks to resampling in each time step, all weights are
the same at the end and wi

t−1 = 1/N , thus this term can be
ignored. Moreover, in practice, the prior is usually chosen
as the importance distribution to approximate the probabil-
ity density function [17]. With these simplifications applied
to Eq. (5), the particle weighting only depends on the prop-
agated particle state and is so quite simpler:

wi
t ∝ p(zt |cit ) (6)

Importance weighting. Assuming independence be-
tween observation variables, we have:

p(zt |cit ) = p({xobs
t ,uobs

t , sobst }|cit )
= p(xobs

t |cit )p(uobs
t |cit )p(sobst |cit )

(7)

We have chosen to give a high confidence to the observed
velocity which corresponds to select only particles having

a velocity component equal to uobs
t . Practically, this comes

down to remove the velocity likelihood in Eq. (7) and set
each velocity component of the state to uobs

t at the weight-
ing step. This choice aims to better estimate the state density
for locations and state variables with a low number of parti-
cles (e.g. 100) in particle filters.

Sometimes, there is not a detection associated to the
tracker and this is most often caused by a false negative. In
such cases, we need to continue having an estimation of the
tracker state not to lose it until a detection is associated to it
again. To do so, the likelihood of particle i at location xi

t of
the tracker tr is given by the detector confidence (see Eq. (1)).
But in most cases, i.e. when a detection is associated to the
tracker, it is estimated by a normal distribution centered on
the corresponding detection d (see Sec. 4.3 for the variance
value). Formally:

p(xobs
t |cit ) =

{
pN(xi

t −xobs
t ) if I(tr) = 1,

dc(xi
t ) otherwise.

(8)

where I(tr) is an indicator function that returns 1 if a detec-
tion is associated to the tracker and 0 otherwise, it is given
by the data association.

For the motion state likelihood p(sobst |cit ), we assume a
constant value γ if sit = sobst and 1−γ otherwise. This value
is set experimentally (see Sec. 4.3). Formally:

p(sobst |cit ) = pγ(sit ) =
{
γ, if sit = sobst ,

1−γ, otherwise.
(9)

Thus, the update of weights is given by:

wi
t =

{
pγ(sit )pN(xi

t −xobs
t ) if I(tr) = 1,

pγ(sit )dc(xi
t ) otherwise.

(10)

Normalizing and resampling. After weighting all par-
ticles, the weights are normalized so that

∑N
i=1w

i
t = 1. Then,

the resampling is used to solve particle degeneracy, namely
removing particles with low weights and multiplying those
with highweights. The approach used here is themultinomial
resampling based on the bootstrap method [15].

3.5.3 Final estimation

Finally, the position of the target is estimated by averaging the
resampled particles. For the velocity, according to the choice
of promoting only particles having the observed velocity, the
final estimate is exactly equal to this observed velocity. After
all positions and velocities of the targets are estimated, we
measure again their motion state the same way it was done
before the particle importance weighting (see Sec. 3.5.1 and
Eq. (4)). A classical approach could be to choose the most
represented state but we chose to reassess the motion state
to ensure to be consistent with the mechanical motion state.
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Indeed, we observed a slight mismatch between the predicted
state and the re-estimated state based on the predicted posi-
tion and velocity. A detailed analysis of this mismatch shows
it is due to discretization issue. Thus, in some situations and
when the number of particles is too low (e.g. 100) regarding
the number of state variables, after importance weighting,
the correct motion state is not the most represented one. This
mismatch does not occur with more particles in the particle
filter (e.g. 500).

4 Experiments

In this section, we present the detailed experimental protocol
we used to produce the experimental image sequences of
bedload transport. Then, we describe the datasets used for
the evaluation of our algorithm. Finally, we give some details
about the implementation of the algorithmwith the parameter
settings.

4.1 Experimental protocol

The experimental protocol to reproduce bedload transport
in the experimental flume illustrated in Fig. 1 consists in
forming a two-sizemobile bed to promote exchanges between
the moving beads and the bed. First of all, a mobile bed of
black beads is created by feeding water and black beads at
constant flow rates into the empty flume which ends with
an obstacle. Once the equilibrium is reached (after approx.
10min), i.e.when the output rate of black beads is equal to the
input rate, the feeding of transparent beads begins at constant
flow rate, while water and black beads continue to be fed. The
transparent beads rebound, move and start to infiltrate in the
mobile bed. This phenomenon of infiltration is called kinetic
sieving [5]. After a little time, a new two-size equilibrium
is finally reached (after approx. 50 min). Each experiment is
recorded over the entire duration and a sequence of images is
obtained. These images are subsequently analysed with the
procedure described in this study.

4.2 Datasets and ground truths

To test our tracking algorithm, we worked on two datasets: a
short experimental sequence obtainedwith the previously de-
tailed experiment and a longer numerical one obtained with a
simulation. Both following datasets are freely available with
their ground truth2.

Experimental sequence. The experimental sequence is
a 1,000-frame sequence recorded at 130 fps with approxi-
mately 400 beads per frame (about 300 coarse and 100 small

2 https://perso.univ-st-etienne.fr/ducottet/

Fig. 5 Example of trajectories for the experimental ExpSeq (top) and
simulated NumSeq (bottom) datasets (cropped images). Green color is
for a coarse black bead and red is for a smaller transparent bead. The
green and red color gradations from darker to lighter show respectively
the three motion states (resting, rolling and saltating).

beads). The image resolution is 1280x320. The sequence
is split in two parts, one for optimizing and estimating the
parameters, and the other part for evaluation. We created a
ground truth on this sequence by first detecting beads with
our object detectors on each frame (Sec. 3.3.1), and then
by editing visually the detections, i.e. by removing the false
positives and adding manually the false negatives. To get the
ground truth of trajectories, we applied our data association
algorithm (Sec. 3.4) on the ground truth of detections just
created and then computed themotion states of each target by
watching neighbors configuration (as in [19]). The limitation
of this ground truth is the precision of the positions. Indeed,
the center of missing detections were selected manually to
fit visually the center of beads as good as possible. So they
can be inaccurate by one or two pixels. Moreover, as we ex-
ploited the raw output of the detector to create this ground
truth, the tracking algorithms cannot use it directly to study
precision of estimated positions. To overcome this problem,
we considered the detected locations as the truth and we
added white noise on the locations given by the detector to
simulate real measurements. Thus, all the classical metrics
can be used to evaluate the performance of algorithms on
this experimental sequence denoted ExpSeq, an example of
trajectories is given in Fig. 5 (top).

Numerical sequence. In order to study a longer sequence
and lower frequency phenomena, we created a numerical se-
quence of bedload transport of 10,000 images thanks to a
model developed at Irstea based on a coupled fluid discrete
elementmethod (cf. [30], [31] and [32]) and validated against
our experiments (cf. [16]). The idea of this simulation is to
reproduce as best as possible our experiments (e.g. flume
size, number of each type of beads, feeding rates, fluid ve-
locity, image frequency, etc.). Moreover, thanks to ParaView,
an open source software used for scientific visualization, we
were able to have a rendering of images of the obtained se-
quence really close to our experimental images. Thanks to

https://perso.univ-st-etienne.fr/ducottet/
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this rendering, we were able to use this numerical sequence
in the same manner as an experimental sequence and apply
all the previously presented algorithms. As for ExpSeq, half
of the sequence is used to optimize and estimate the param-
eters, and the other for evaluation. The numerical sequence
will be denoted NumSeq, an example of trajectories is given
in Fig. 5 (bottom).

Ground truth motion states. On the obtained ground
truth sequences, we need to assign a motion state to each
tracker at each time step. To do this, we follow the of-
fline method initially developed by Böhm et al. [9] which
consists in combining two criteria: first testing the tracker
velocity (averaged over five consecutive frames) against a
threshold velocity and second testing the distance between
the tracker and its nearest neighbor against a reference dis-
tance. The main difference with the way we measure the
motion states in our algorithm is that here it is done after the
tracking execution in a post-processing as it uses informa-
tion from future frames, while we do it during the tracking
execution in an online manner using current velocities. So
the velocity thresholds here do not have the same values,
the ones of the offline way of doing are more restrictive. We
consider that the offline method gives motion states close
enough to real motion behaviors to be used as ground truth.

4.3 Implementation details

Free parameter tuning. The number of particles N
was fixed to N = 100, being a good compromise between
computational cost and tracking reliability. The parameters
in Eqs. (1) and (2) have been set experimentally and remained
the same for the different experiments used in Sec. 4.2. λwas
set to 1 in Eq. (1). In Eq. (2), α and β were set respectively
to 0.75 and 0.25 to give more importance to the distance
term. The variance of the normal distribution in Eq. (8) was
set experimentally to 3 pixels for both x- and y-coordinates.
The reward parameter γ in Eq. (9) was fixed to 2/3 in or-
der to promote particles having the same motion state as the
measurement.

Process noise and tracker parameters. Each motion
state in Eqs. (3) has its own variance for the process noise
on position and velocity. They were set automatically by
analyzing representative training sequences corresponding
to the first halves of the studied sequences given in Sec. 4.2.
The initial particle positions and velocities were drawn from
aNormal distributionwith positions centered at the detection
center and velocities centered to null velocity. To handle the
difficulty of dealing with new trackers, we increased the
variances to make the motion model more flexible during
the first 3 frames. To stop bad predictions, a tracker at resting
state (resp. rolling and saltating) survives only 100 frames

(resp. 10 frames and 5 frames) without associated detection
and is then automatically terminated.

Transition probability table. For a given particle i,
the transition from one motion state si

t−1 to another sit is
controlled with conditional probabilities. We have estimated
these probabilities on representative training sequences cor-
responding to the first halves of the studied sequences given
in Sec. 4.2. As the probabilities were found to be nearly the
same for all datasets, we present only one case here. The
transition probability table π required for the switching state
process presented in Sec. 3.5.1, was estimated as:

π = p(sit |sit−1) =

0.95 0.05 0.00
0.07 0.92 0.01
0.00 0.09 0.91

 (11)

As N was fixed to 100 and we want each state to have a
chance to be represented at each time step, we modified the
transition probability table to be slightly less restrictive by
imposing a minimal probability of 0.05, leading to:

π ≈

0.80 0.15 0.05
0.10 0.80 0.10
0.05 0.15 0.80

 (12)

The saltating state being divided in two sub-states, when
it is drawn after getting through π, there is then a proba-
bility of 0.5 to be in the saltating-constant sub-state (resp.
saltating-bouncing sub-state). At initialization, the particle
motion states were set as unknown states. At the next step,
the particles had an equivalent chance to go in any of the
motion states.

Motion state measurement thresholds. To measure
the motion state of a target (Eq. (4)), we need to calcu-
late its number of neighbors. We consider a detection as
a neighbor of the target if they are in contact, i.e. when
the distance between both centers is equal to the sum of
their corresponding radius. The thresholds on the number
of neighbors for the resting and saltating states were set ex-
perimentally to nbNrest = 5 and nbNsalt = 0 respectively.
The thresholds on velocity norms were set experimentally
to urest = 0.015m/s and usalt = 0.25m/s for the sequences
studied in this paper (cf. Sec. 4.2). urest and usalt are spe-
cific to each sequence. These four thresholds were adjusted
by trial and error to minimize the differences between the
motion state determined by the algorithm and the motion
state determined by the naked eye.

5 Results and discussion

In this section, we present an analysis of some execution
information and the results of the proposed tracking algo-
rithm against other algorithms of the literature. They are all
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compared to a ground truth of a short experimental sequence
ExpSeq and a longer numerical one NumSeq (see Sec. 4.2).
Indeed, as our case study is very specific, it is impossible
to test our tracking algorithm on open datasets. We also use
the CLEAR MOT metrics [6] to evaluate the tracking per-
formance. Moreover, we study how the algorithms deal with
different detector qualities and how well they estimate the
motion states.

5.1 Execution analysis

Sensitivity of parameters. As mentioned before, some
parameters were individually adjusted on both ExpSeq and
NumSeq.We saw that these parameters were nearly identical.
So we tested the parameters used for a given dataset on the
other one and vice-versa and we observed that it did not
change the results. From this observation, we have chosen to
use only one set of parameters for both datasets. The only
parameters to adjust are the thresholds on the detectors as
they depend on the imaging setup.

Execution time. For a sequence of 5,000 images and a
number of N = 100 particles, the execution time on a work-
station with an Intel Core i7 2.70GHz and 8GB of memory
is approximately 10 hours. On this duration, 15% is used for
the detection of the beads and 85% for their tracking across
the sequence. Note that this duration is reasonable for the
remote analysis of an experiment and it could be reduced
significantly since the algorithm has been implemented in
Matlab.

5.2 Algorithms

To study the reliability and efficiency of our method, we
tested it against four other algorithms of the literature.
First of all, we have our particle filter-based tracking al-
gorithm (see Sec. 3) which is based on the use of three
motion models (or states), the detector confidence and a
measurement of the motion state as a cue in the likeli-
hood (MMPF+). Second, we have our preliminary work on
three motion models-based particle filters with detector con-
fidence [26] (MMPF). Third, we have an adaptation of the
algorithmofBreitenstein et al. [10] based on a single constant
velocity model and detector confidence particle filters (PF).
Fourth, we have an interacting multiple model tracking al-
gorithm [7] that uses our three motion models described as
Kalman filters (IMM). The model and noise parameters are
set the same as the MMPF+ ones. Finally, we have an ini-
tial and simple deterministic tracking approach previously
developed in our laboratory [19] (DET). This last algorithm
blindly relies on the output of the detector, without any spe-
cial treatment for the false positives and false negatives.

5.3 Evaluation of the tracking algorithm

To evaluate the tracking performance, we use the CLEAR
MOTmetrics [6]. It gives a precision score MOTP (intersec-
tion over union (IoU) of the estimated bead and the ground
truth) and an accuracy score MOTA (accounts for all object
configuration errors, i.e. false negatives, false positives and
mismatches3). The IoU threshold used here was 0.43, which
rejects the estimated beads having their center outside the
area of the ground truth bead. We also use the percentage
of correct tracks, where a track is considered as correct on
its total length if more than 95% of it has no false negatives
or mismatches. In order to see the influence of the detec-
tor output on the different tracking algorithms, we vary the
threshold for the detection of the transparent beads. It gives
different detector qualities and allows seeing how the tracking
algorithms deal with more false negatives or false positives.
At last, we study how well the multiple motion model-based
algorithms estimate the motion state of the beads.

Quantitative analysis. In Table 1, we present the evalua-
tion results of the five tracking algorithms MMPF+, MMPF,
PF, IMM and DET on both datasets ExpSeq and NumSeq.
They show that MMPF+ has the best results in terms of ac-
curacy in light of the percentage of correct tracks, number
of mismatches and MOTA score. This comes from its good
management of the false negatives. In terms of precision
through the MOTP score, IMM and DET seem better than
the others. However, with more particles (e.g. N = 500), the
MMPF+’s precision climbs up to be as good as the IMM’s.
When compared to the other particle filter-based algorithms
MMPF and PF, MMPF+ is the most performing in all met-
rics. For example, our precisionMOTP and accuracyMOTA
results are higher for both datasets. Note that all precision
and accuracy scores are already high. This is due to the
good quality of the transparent bead detectors for the chosen
thresholds. We chose the threshold of the transparent bead
detector τt = 0.25 for ExpSeq and τt = 0.27 for NumSeq as
they give the best tracking results and as we know the impor-
tance of good detectors for reliable tracking operations. But
the detector is not always that efficient as it depends on the
image quality of the sequences. The analysis of the effect of
different τt is done below.

We can also observe that the number of identity
switches is the lowest for MMPF+. This property is one
of the most important for a good tracking algorithm. In
our images, ID switches can happen for tracks changing
abruptly of direction (e.g. rebounding tracks) or veloc-
ity (e.g. acceleration >> 0), or for newly appearing beads
located really close to where a track should be according
to its motion model. The implementation of multiple mo-
tion models in our method allows better dealing with these

3 A mismatch is a mistaken switch of tracker identifiers.
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Dataset Algorithm Correct Tracks MOTP FN FP Id Sw. MOTA

ExpSeq

MMPF+ 99.57% 97.74% / 98.05%* 0.21% 0.27% 9 99.52%
MMPF [26] 99.36% 97.55% 0.23% 0.34% 9 99.42%
PF [10] 99.15% 96.11% 0.24% 0.36% 13 99.39%
IMM [7] 99.57% 98.05% 0.30% 0.19% 32 99.49%
DET [19] 99.57% 97.00% 0.30% 0.21% 34 99.47%

NumSeq

MMPF+ 98.50% 97.38% / 97.60%* 0.14% 0.61% 85 99.24%
MMPF [26] 98.50% 97.21% 0.15% 0.66% 111 99.18%
PF [10] 97.59% 96.40% 0.15% 0.66% 91 99.19%
IMM [7] 98.05% 97.60% 0.16% 0.59% 144 99.23%
DET [19] 98.05% 97.62% 0.17% 0.59% 145 99.23%

Table 1 Tracking evaluation results for the five algorithms (our MMPF+, the MMPF from [26], the PF from [10], the IMM from [7], the DET
from [19]) on both ExpSeq and NumSeq datasets (respectively an experimental and a numerical sequence). It shows the percentage of correct
tracks (i.e. track correct when more than 95% of its length is correct), the false negative rate (FN), the false positive rate (FP), the number of
mismatches (Id Sw.) and the CLEARMOT metrics [6] such as the precision score (MOTP) and the accuracy score (MOTA). In bold the best score
for each metrics. * corresponds to values where the MMPF+ algorithm was executed with 500 particles.

situations: this was one of the motivations of the MMPF+
algorithm.

In terms of false negative rates, our algorithm surpasses
the others too. Indeed, in absence of an associated detection
to a tracker, the DET algorithm stops immediately the cor-
responding tracker leading to a false negative, contrary to
particle filter algorithms that estimate its position with the
help of its previous behavior. Our algorithm is better than
the PF method since it uses multiple adapted motion models
to predict positions. And it is also better than MMPF since it
estimates the motion states more closely to the real behavior
of the beads.

Nevertheless, the deterministic and IMM approaches
seem to be the best in terms of false positive rate. This is
mainly because of the termination of trackers at borders (i.e.
side effects). Indeed, in the particle filter algorithms, when
there is no associated detection to a tracker because the bead
left the field of view, the tracker tries to estimate its new state.
If its estimated position is still inside the field of view, the
tracker continues, resulting in a false positive. It survives like
this a limited number of frames without associated detection
and is then automatically terminated (see Sec. 4.3 for the
survival times). On the contrary, DET and IMM algorithms
immediately stop a tracker when there is no associated de-
tection. So, in this case of side effect and in both studied
datasets, it appears that these two methods are better than the
particle filter methods.

Impact of detector quality. In order to study the tracking
performance with different levels of detection, we varied
the threshold τt of the transparent bead detector. It allows
assessing how the detection quality influences the percentage
of correct tracks and the accuracy MOTA on transparent
beads. We made this analysis for the five algorithms and
on both ExpSeq (Fig. 6, left) and NumSeq (Fig. 6, right)
datasets.

The results show that our algorithm globally outperforms
the four others in terms of accuracy for both datasets. Indeed,

we can observe that according to the MOTA score, MMPF+
is the second best performing method for low thresholds
(i.e. when more false positives) and the best performing one
for high thresholds (i.e. when more false negatives). Only
IMM is better for low thresholds because of the problem
of false positives previously mentionned. The good results
for high thresholds come from the good management of de-
tection errors: quickly stopping trackers wrongly created by
false detections and continuing predicting trackers without
associated beads when missing detections.

Whatever the algorithm used, the tracking performances
depend on the detector quality: the higher τt , the smaller the
percentage of correct tracks. Especially, the DET and IMM
algorithms without the propagation of undetected beads are
the most impacted by high values of τt , as expected.

Motion state estimation. The motion states of trackers
are not only used to set specificmotionmodels for the particle
filters. They are also used to study the behavior of trackers
in each motion state. The aim is to analyze, for each motion
state separately, the number of trackers at each time step, the
velocity profiles, and the infiltration and concentration inside
the mobile bed. For reliable analysis, we need the estimated
motion states to be as close as possible to mechanical states.
Therefore, we compare them against the motion states of the
ground truths.

In Fig. 7, we present the F-score of the state identification
obtained by our algorithm against MMPF for both ExpSeq
and NumSeq. For each motion state, the F-score is a measure
of accuracy of the classification in this motion state that
considers both the precision4 and recall5. We choose F-score
instead of accuracy since accuracy yields misleading results
if the dataset is unbalanced, i.e.when the number of samples
in different classes vary greatly, as it is the case for our
datasets with approximately 2 times less rolling beads and
20 times less saltating beads than resting beads.

4 The precision is the fraction of retrieved instances that are relevant.
5 The recall is the fraction of relevant instances that are retrieved.
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Fig. 6 Evaluation of performances of the tracking of transparent beads for the ExpSeq (left graph) and NumSeq (right graph) datasets, and for
different qualities of the transparent bead detector that are controlled by the detection thresholds. The percentage of correct tracks (bars, left scales)
and the accuracy score MOTA (curves, right scales) are plotted.
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Fig. 7 Evaluation of the reliability of the estimated motion state of the
trackers given by F-scores for both datasets ExpSeq and NumSeq and
for the three motion states resting, rolling and saltating.

Firstly, we can observe that results are almost the same
for both datasets. This confirms that the numerical dataset
can be used to evaluate multiple model tracking algorithms.
Secondly, the MMPF+ algorithm outperforms MMPF for all
states which confirms its better ability to predict the state.
In particular, the accuracy of saltating beads is increased
by 0.2 for the MMPF+ algorithm especially thanks to the
introduction of the two saltating sub-states ’constant’ and
’rebound’ (see Sec. 3.5.1). Thirdly, algorithms performmore
or less well depending on the motion state. Indeed, resting
beads are very well classified (0.85) compared to saltating
ones (0.70) or rolling ones (0.45). This is not surprising since
resting beads are easy to classify thanks to their low velocity
and high number of neighbors. On the contrary, rolling beads
can be confused either with resting beads when they have low
velocity or with saltating beads when the are moving fast on
top of the bed.

6 Conclusions

We have presented a new online particle filter algorithm
based on multiple dynamic models for automatic multi-

object tracking over long sequences. Our motivation was the
study of bedload transport in an experimental channel with
the tracking of spherical beads entrained by a water flow.
The first contribution of our work is the use of several mo-
tion models to guide bead trackers with adapted predictions.
Having a priori information about the object mechanical dy-
namics, we are able to better estimate object trajectories.
The second contribution concerns the handling of unreliable
detections, i.e. false positives and false negatives (missing
detections). A robust bead tracking is obtained through the
estimation of the detector confidence to guide particles of the
filter when no discrete high-confidence detection is issued by
the detector. Furthermore, we use the state of neighboring
objects as an information in the likelihood of the particles to
help choosing between motion states.

To evaluate the tracking performances, we carefully pre-
pared two ground truth datasets, one created manually on
an experimental sequence of images and one created numer-
ically through a simulation reproducing the experimental
conditions. When compared to state-of-the-art algorithms,
our algorithm provides the highest tracking precision and
accuracy. Moreover, it appears to be the least impacted by
missing detections and presents less identity switches than
the others when applied on detectors of different qualities.
In terms of classification of the bead behaviors in motion
states, our classifier outperforms another one from a similar
multiple model algorithm thanks to inspection of neighbors
configurations and velocities.

In our images, the main problem is to detect efficiently
the transparent beads as they appear sometimes partially oc-
cluded. A possible extension would be to train the detector
on several configuration problems instead of using a single
appearance model of the bead. Furthermore, particles of the
filter could be used in the data association step with their spe-
cific motion model for predictions. The tracking algorithm
will be applied on very long sequences to observe both high
and lower frequency phenomena which appear in sediment
transport.
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